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ABSTRACT
Many people use web search engines for expectation exploration: exploring what might happen if they take some action, or how they should expect some situation to evolve. While search engines have databases to provide structured answers to many questions, there is no database about the outcomes of actions or the evolution of situations. The information we need to answer such questions, however, is already being recorded. On social media, for example, hundreds of millions of people are publicly reporting about the actions they take and the situations they are in, and an increasing range of events and activities experienced in their lives over time. Here, we show how causal inference methods can be applied to such data to generate answers for expectation exploration queries. This paper describes a system implementation for running ad-hoc online causal inference analyses. The analysis results can be used to generate pros/cons lists for decision support, timeline representations to show how situations evolve, and be embedded in many other decision support and planning applications. We discuss potential methods for evaluating the fundamental quality of inference results and judge the short-term and long-term usefulness of information for users.
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1 INTRODUCTION
Everyone, at some point in their lives, finds themselves in an unfamiliar situation, considering what they should do, and trying to understand what to expect of the future. We see such expectation exploration occurring in web searches, with people exploring possible consequences of their choices and the outcomes of situations. These explorations cover both consequential topics, such as life-changing education and career choices (e.g., “Should I join the military?”) or major financial and personal decisions (e.g., “Should I move to California?”); as well as more quotidian topics, such as the consequences of purchase decisions, athletic training regimens and dating rituals.

The answers to these questions are not readily available in a knowledge base or Wikipedia. But, the information necessary to answer these questions is already being recorded on social media, where hundreds of millions of individuals regularly and publicly report their personal experiences, including the situations they are in, the actions they take, and the experiences they have afterwards. For example, people talk about work or relations [12, 15] health and dietary practices [1, 38], and even log information about their illnesses and coping strategies [8, 13]. People report and share this information for many reasons: keeping in touch with friends, gaining social capital, diary-keeping, or even helping others. And with increasing use of personal sensors and devices, from exercise trackers to health monitors, such data streams are becoming more regular, more detailed and more reliable [4, 26, 32]. These longitudinal data streams, in aggregate, capture a rich set of relationships between the situations in which people find themselves, the actions they choose to take, and the outcomes they experience.

We describe Outcomes Engine, a system for analyzing such large-scale longitudinal data to characterize how situations evolve over time, and to capture the consequences of people’s actions. Given a query representing some target action T, Outcomes Engine identifies individuals who have reported doing T, and compares their subsequent experiences to peers who did not report doing T. This comparison results in an expectation map detailing “what changes to expect” over time due to T. A key aspect of Outcomes Engine is its use of causal inference methods to compare the two sets of individuals so as to isolate the specific consequences of T from subsequent experiences that are correlated with, but not due to T.

The expectation maps generated by Outcomes Engine are an important building block for a wide variety of data-driven search and decision-support applications—from automatically generating decision aids, such as pros and cons lists, to helping individuals ground their experiences in how a situation is likely to evolve over time (cf Figure 1). In addition, expectation maps may be useful for policy makers’ and scientists’ explorations across a variety of domains. In this paper, we discuss our approach and prototype system, several application scenarios, as well as evaluation challenges and strategies.

2 BACKGROUND AND RELATED WORK
2.1 Expectation Exploration Tasks
Exploring expectations on the Internet plays an important role in people’s planning, decision-making, and forecasting for both everyday and extraordinary scenarios. These explorations encompass a broad variety of tasks, including explorations of hypothetical, ongoing or past problems, or seeking informational support, emotional satisfaction, or preparation for a future event. Taxonomies of web search activities classify these as an information gathering
Figure 1: Interface mockups: Expectation exploration tasks may be satisfied with a variety of information presentations.

A timeline answer, a pros/cons list, and a conversational agent are shown. The timeline answer visualizes outcomes over time, while the pros/cons list provides a list of pros and cons for decision-making.

High-dimensional settings (such as our proposed analysis of social datasets with causal inference methods) can be expected following some action or individual experience. However, the bias of naïve correlational analyses may also be applied to event timelines of other kinds [2], subject to sufficient data availability and assumptions.

2.2 Causal Inference

In this paper, we propose to analyze individual-level longitudinal datasets with causal inference methods to directly identify what can be expected following some action or individual experience. We believe this can provide a semi-structured representation of expectations that can be used in a wide variety of ways to aid individual’s planning, decision-making, and forecasting.

Because we are interested in using our analysis results to aid decision-making—essentially an intervention—our goal is fundamentally one of causal inference. Therefore, we consider causal reasoning and causal inference methods borrowed from the causal inference literature to reduce the bias of naïve correlational analyses. Here, we give a brief introduction to potential outcomes, one framework for causal reasoning [35].

In the potential outcomes framework, whether some experience “causes” an outcome is computed by comparing two potential outcomes: one outcome \(Y_i(T = 1)\) after a person \(i\) has had the experience or not, and another outcome \(Y_i(T = 0)\) when the same person in an identical context does not have the experience. The causal effect of \(T\) is then \(Y_i(T = 1) - Y_i(T = 0)\). If observed, it is impossible to observe both \(Y_i(T = 1)\) and \(Y_i(T = 0)\) for the same individual \(i\). Once we observe \(i\) having the experience or not, we cannot observe the other, counterfactual outcome.

Thus, the problem of causal inference is, in a sense, a problem of missing data, and causal inference techniques attempt to address this challenge by estimating the missing counterfactual outcome for an individual based on the outcomes of other, similar individuals. A common method for estimating missing counterfactual outcomes is to find pairs (generalizing to groups) of individuals in the observational data whose covariates are statistically very similar to one another, but where one has received a treatment and the other has not. Each individual’s matched partner then provides the basis for estimating a counterfactual outcome for that individual. We describe our specific method in Section 3.2.

Prior research demonstrates the feasibility of this approach in high-dimensional settings (such as our proposed analysis of social

\[\text{In medical and social sciences literature, the target experience is often called the treatment, and is compared to a control or placebo experience. Following this convention, we will use the terms treated group and control group in this paper.}\]
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be applied to other kinds of data sources. E.g. personal sensors and over long periods of time. Beyond social media, our framework may data is available at large-scale and captures individual activities of social media data is relatively interpretable. Third, social media that would otherwise bias an analysis. Secondly, the textual nature and cross-domain coverage, allowing a broad variety of query topics and increasing the likelihood of observing statistical confounders that would otherwise bias an analysis. Secondly, the textual nature of social media data is relatively interpretable. Third, social media data is available at large-scale and captures individual activities over long periods of time. Beyond social media, our framework may be applied to other kinds of data sources. E.g. personal sensors and other services may be supported, though treatment identification and result interpretation in our framework would require adaptation. Search query histories are particularly promising, as past analyses have demonstrated the potential for longitudinal analysis of search histories [3, 14, 29, 33].

Input Query. Asking a question to explore expectations following an action or event requires identification of individuals who have performed a particular action or experienced a particular situation. The pattern for identifying messages about this experience, then, is the fundamental input query we expect. Our prototype relies on explicit textual mentions of actions and situations and, in our design, we allow a boolean phrase query, with some wildcard support, for identifying a targeted experiential phrases.

Expectation Maps. Expectation maps represent the time-varying effects of an experience or treatment over a population of people. An expectation map for a treatment can be represented as a 2D matrix, where each row is an outcome word or topic, each column represents an epoch of time (e.g., hours or days since treatment). Each cell represents the effect of the treatment on a specific outcome during a specific epoch. The effect itself includes measurements of effect size and statistical significance, and can be extended to include details of heterogeneous effects.

3.2 Causal Inference Method

In our system, we use a stratified propensity score analysis to estimate missing counterfactual outcomes by identifying matching sub-populations of individuals with similar distributions of covariates, but with differing treatment status. Given a set of social media messages, we apply a preprocessing step to generate a set of per-user timelines. Once a query is issued, we identify the users that have mentioned the treatment experience and place them in a treated group, and place all other users in a control group. We align user timelines based on when the individual mentioned experiencing the treatment. We align the control users based on a random “placebo” time. To reduce the effects of temporal biases, we assign placebo times to match the distribution of treatment times.

Stratification is achieved by estimating each individual’s likelihood of being in the treated group using a propensity score model. This is a learned function that infers likelihood of being in the treated group as a function of a set of covariates (i.e., individual properties and past tweets that might influence both treated/control status and outcomes). Individuals with similar propensity scores are grouped into strata. In aggregate, individuals within a strata are likely to have similar covariates, allowing us to isolate and estimate the effects of the treatment itself within each strata. Note that the primary purpose of the propensity score model is to identify groups of individuals with similar covariates—the accuracy of predicting group status is secondary. To ensure the quality of counterfactual estimates, the method drops strata that have either too few treated or too few control users. Outcomes are aggregated across remaining strata, weighted by the size of the treatment population in the strata, to estimate the average effect of treatment on the treated population.

The details of our analysis are as follows:

Covariate and outcome features: The content of social media messages from before the treatment (or placebo) time, as well as
other user properties (posting frequencies, message lengths, profile information, etc.) are extracted as covariates—potentially confounding features that may influence both treatment status and outcomes. The content of social media messages after the treatment (or placebo) are extracted as the time-varying outcome measures of the treatment.

We represent social media message content in our covariate and outcome features as empirical, unsmoothed word likelihoods. We limit our word distributions to the top 50k unigrams in our corpus. We do not remove stopwords, stem or normalize the text, and use whitespace and punctuation to identify word-breaks. Optionally, given a word-to-topic mapping, we combine outcome word likelihoods to generate the total topic likelihood.

**Propensity score modeling:** We implement our high-dimensional propensity score analysis as a logistic regression with 10-fold cross-validation. Our analysis divides users into 100 strata, removes strata with either or both too few Treated or too few Control users. In practice, this removes the lowest-propensity strata and the highest-propensity strata, leaving the middle strata in these analyses. The outcome differences in these remaining strata are weighted according to the Treated population distribution and combined to estimate the average treatment effect on the Treated group.

While we borrow propensity score analysis from the causal inference literature, our application of this technique is not a causal analysis, as two key assumptions may not hold: First, all confounding variables must be included in the observed covariates. Yet, while high-dimensional propensity score analyses, such as ours, are more likely to capture those variables correlated with confounding variables, it is difficult to argue that all relevant aspects of individuals’ lives are captured in their Twitter streams. Second, the stable unit treatment value assumption (SUTVA) must hold—that is, one person’s outcome must be independent of whether another person had the target experience. Additional domain knowledge is required to assert these assumptions.

4 OUTCOMES ENGINE ARCHITECTURE

To execute online ad-hoc causal inference analyses over large-scale datasets, we must provide scalable implementations for treatment identification, covariate and outcome extraction, and propensity score modeling. We use a two-tiered approach to our cluster design: 1) User data is distributed randomly across data nodes, with all data from a single user assigned to a single node. Each data node consists of a Treatment Identification server and a Timeline server. 2) A centralized query node, the query node first forwards a request to the Outcome Aggregator on the centralized query node (step 2). Then, each Timeline server featurizes the covariates for these users and returns these covariates and their treatment/control status of users (or samples of users) from all Data nodes. Then, it applies a supervised algorithm to learn a model of the propensity of users to be treated. This learned model is distributed across all the data nodes.

**Timeline Server.** The Timeline server stores, for each user, a compressed representation of the timeline of token occurrences (the unigrams, bigrams, or phrases mentioned by users). Given a treatment (or placebo) time for a user, the timeline server can quickly return a summary representation of covariates, or a summary representation of outcomes. Figure 2 shows a sketch of the simple timeline data structure. For each token that has been used by a user, we use a binary search to identify the array index of the treatment time, and compute the number of occurrences of the token from the index value. Simple extensions allow us to calculate the number of occurrences within arbitrary time windows.

**Outcome Aggregator.** The Outcome aggregator is responsible for gathering the partially aggregated outcomes from data nodes, identifying strata to drop due to lack of comparable subpopulations, and performing a weighted aggregation of outcomes across remaining strata. In addition, the Outcome aggregator runs diagnostics on the analysis, such as covariance balance and other validity tests.

**Request flow.** As shown in Figure 3, when a request arrives from an application to the query node, the query node first forwards the query to all data nodes (step 1), where the Treatment ID server identifies the treated and control groups and individuals’ treatment and placebo times (step 2). Then, each Timeline server featurizes the covariates for these users and returns these covariates and their treated/control labels to a Model Builder in the centralized query node (step 3). If the treatment and control groups are very large, they can be downsampled to improve end-to-end performance.

The Model Builder collects these covariate and label data from all the replication nodes, dynamically learns a propensity score model and sends the model to all of the Timeline servers (step 4). Each Timeline server applies the propensity score model to assign users to strata, scan over outcomes experienced by each user and partially aggregate the outcomes. These outcomes are returned to the Outcome Aggregator on the centralized query node (step 5). These outcomes from all data nodes are aggregated and then returned to the app user (step 6).
5 APPLICATIONS AND EVALUATION

Our work can be seen as part of the broader trend in search systems of bridging the online and physical worlds [6]. Using social media as a longitudinal sensor into people's experiences, we build a digital representation of the consequences of actions and situations. A key component to ensuring the interpretability and usefulness of this information for improved exploration and decision-making is how and when applications present this information and enable interaction. In this section, we discuss some of the considerations for applications and how they might be evaluated.

5.1 Applications

Applications for Individuals. First, we believe that individuals may benefit from the kind of outcomes we uncover. For instance, prior work on online health communities indicates that new patients seek experience-based information from others in similar situations for advice, or to validate their feeling or life decisions [13, 16]. In such a scenario, our work can support users in exploring the type of issues others in similar situations are likely to have experienced as a consequence. Further, even when the outcomes of an action or situation are known, aggregated statistics about their likelihood can prove informative for those seeking information about them. Apart from helping individuals understand new situations, information about potential outcomes can also be used to support them in achieving goals or making decisions.

Figure 1 shows user interface sketches that present expectation maps in different forms. The timeline representation, shown in Figure 1-a, can help users understand how outcomes evolve following an action or experience. A list of pros and cons may be better suited in decision-support scenarios to ensure that the decision-maker is aware of the most important consequences, good and bad, of a choice. Conversational assistants may use expectation maps to aid topical chitchat and banter, as well as provide more direct advice and information support.

Application for Policy-makers & Scientists. While our work is motivated primarily by the desire to help individuals understand their situations and the possible implications of their actions on a need basis, there is also an opportunity to use this kind of analysis to better understand behavioral phenomena of societal importance, third-party interventions and other policy questions. Further, large, quantitative analyses such as ours can complement small-scale qualitative or survey-based studies of social phenomena (e.g., see [8, 18]), and vice-versa. Insights about topics of interest may inform what questions are being asked, while insights on temporal dynamics may be used to align survey answers with time dependent-episodes [14].

Across all of these potential uses of expectation maps by individuals and policy-makers, there are important questions about how searchers interact with this information and how to best support their tasks, their exploration and their understanding of this data. In general, we have found that displaying samples of the underlying supporting evidence—i.e., messages written by individuals who have had an experience and a particular consequence—provides significant help in interpreting results and understanding potential underlying causal mechanisms for an outcome [28]. Beyond these domain-agnostic presentations of textual data, domain-specific applications may utilize additional domain knowledge and context to improve interpretability.

5.2 Evaluation Strategies

We propose three key criteria for evaluating the quality of expectation maps and their use: the correctness of the expectations; the interpretability of results; and the overall usefulness of the information for searchers.

Correctness. In prior work, we measured the surface validity of results of our analysis across a broad variety of domains (including in health, business, and society topics), based on manual annotation of outcomes by crowd-workers [28]. Here we briefly summarize our evaluation method and key results. Each specific expectation—a relationship between a single experience and a single outcome of the experience—was shown to workers, with a question about whether a person who had the given experience would be more likely to talk about the outcome in the future. To aid interpretability, we provided workers with two pairs of text examples of experience and outcome messages, and links to web search results for the experience and consequence. With these annotations, we measured the precision of results @N (ranked by effect size).

Figure 4 shows the precision variation at different cut-offs across experiments. We notice a drop of 10-20% in precision from the top 5 to the top 20 outcomes—with the median precision dropping from close to 80% to about 50%, followed by a slower overall decay. Yet, even after the top 30, the discovered outcomes attain an average perceived precision of over 50%. These results have two main takeaways: overall, the discovered outcomes tend to attain good precision scores across experiences, which correlate with their effect size. Separately, we find that P@10 varies across domains—ranging from over 55% to 100% on average per domain—and that the perceived precision varies strongly with the data volume it was computed on. This partially explains the variance of P@10 across domains. However, other factors, such as errors in the semantic interpretation of words and domain-specific biases in the likelihood of users to mention certain outcomes might also play a factor.
causal inference as a fundamental piece of this analysis allows us to capture consequences of actions and situations that enables our search services to be better integrated into interventions, such as decision-support, planning, and advice scenarios, where correlational analyses may be too risky given consequent outcomes.
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